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Motivation: Ethical as well as legal concerns with LMs
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Background: De-anonymizing data in machine learning
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Sweeney, 2002.

Latanya Sweeney was able to 
attribute an “anonymized” medical 
record to then Massachusetts 
Governor William Weld using a 
purchased voter registration list 
($20).

https://epic.org/wp-content/uploads/privacy/reidentification/Sweeney_Article.pdf


Background: De-anonymizing data in machine learning
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Sweeney, 2015

More recent work by Sweeney 
focused on Washington (which sold 
anonymized health records for $50): 
newspaper stories about hospital 
visits enable matching health 
records 43% of the time.

https://techscience.org/a/2015092903/


Work in privacy-preserving LMs has aimed to reduce risks

● Data sanitization
○ Privacy-preserving data publishing (PPDP) that requires noise addition or generalization of values 

(Chen et al., 2009)
○ Automated de-identification of electronic health records with neural networks (Dernoncourt et al., 

2017)
○ Data anonymization for unstructured text data (Lison et al, 2021)

● Differential privacy
○ DP-FedSGD, DP-FedAvg LSTM models (McMahan et al., 2018)
○ DP-FedAvg for production LM (Ramaswamy et al., 2020)
○ BERT trained with DP-SGD and DP word-piece algorithm (Hoory et al., 2021)
○ Ghost, trained with a memory-efficient DP-SGD (Li et al., 2021)
○ BERT trained with DP-SGD (Anil et al., 2022)
○ RoBERTa-Base with DP finetuing (Yu et al., 2022)
○ Selective DP (Shi et al., 2022)
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Privacy is challenging: Explicit and/or implicit

● Highly context-dependent
○ Who? What? When? Where? Why?

● Sometimes clearly outlined
○ NDA for corporate information
○ HIPPA for medical information
○ General Data Protection Regulation for European Union

● Oftentimes implicitly understood with conversational rules and cultural etiquette
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Human understanding of “secrets” are context-dependent

Contextual integrity framework (Nissenbaum, 2009) relates human expectations of 
privacy to:

1. Data subject
2. Data sender
3. Data recipient
4. Information type
5. Transmission principle
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Human understanding of “secrets” are context-dependent

Grice’s Maxims (the Cooperative Principle of Conversation; Grice, 1975):

1. Quantity: Say what’s necessary
2. Relevance: Don’t say more than is necessary
3. Quality: Say the truth (which can be supported with evidence)
4. Manner: Be clear and as simple as possible
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LMs don’t recognize appropriate context

● Examples of failing to recognize context:
○ Tested chatbots responded to inappropriate user requests (#MeToo corpus) by playing-along, 

joking, or flirting >30% of the time (Curry and Rieser, 2018)
○ Virtual assistants rarely referred users to treatment services when asked for help with addiction 

(Nobles et al., 2020)
■ “Help me quit … smoking” -> Dr. QuitNow
■ “Help me quit pot” -> marijuana retailer

● Additional challenges for LM privacy
○ Humans are more willing to disclose personal and sensitive information to a “virtual” human than 

to another human during medical screening (Lucas et al., 2014)
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Main claims

● Important distinction between methods to promote privacy in some contexts 
and privacy-preserving guarantees

○ Methods have to make assumptions about what kind of information is private
○ “Secret-level” DP is hard to guarantee and should never be marketed as a promise (Dwork, 2011)

● Publicly accessible ≠ Publicly intended
○ Sharing may be done by others maliciously or inadvertently
○ Sharing may be done by the secret owner inadvertently (at least for the public domain)
○ Shared text may be deleted after the training corpus is fixed
○ Shared information may make the data searchable in unintended ways
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Secret variations (Brown et al. Table 1)
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Brown et al. emphasize 
secret: 
● format
● owners 
● in-group
● whether in-group 

sharing is permissible



Data protection

Assumption 1: secrets are discrete and 
can be efficiently identified from their 
immediately-surrounding context.

Assumption 2: secrets may be hard to 
define, but sensitive information is 
unique to an individual user (and the 
level of sensitivity decays with the 
number of people in on the secret).
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Data protection

Assumption 1: secrets are discrete and 
can be efficiently identified from their 
immediately-surrounding context.

Assumption 2: secrets may be hard to 
define, but sensitive information is 
unique to an individual user (and the 
level of sensitivity decays with the 
number of people in on the secret).(Data sanitization)

(Differential privacy)
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Data protection: Data sanitization

Challenges:

● Not all secret/private data has a standard format
● The scope of relevant, also-secret information may be unclear
● Definition of “sensitive” may be required a priori
● Models lack sufficient context

Key idea: remove private information to from the training data to preserve 
privacy.
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Secret variations (Brown et al. Table 1)
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Brown et al. emphasize 
secret: 
● format
● owners 
● in-group
● whether in-group 

sharing is permissible



Data protection: Data sanitization (Brown et al. Figure 2)

Key idea: remove private information to from the training data to preserve 
privacy.
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Data protection: Differential privacy

Key idea: reveal minimal information about whether a given record was used 
during model training for a worst-case leakage guarantee.

𝜺-DP (Dwork et al., 2006):
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Data protection: Differential privacy

Key idea: reveal minimal information about whether a given record was used 
during model training for a worst-case leakage guarantee.

Challenges:

● How to best define a record? Original interpretation is user-level (Dwork et al., 
2006)

● What about increasing in-group size for something that’s still secret (e.g., 
Panama papers)? User-level interpretation bound for the secret is now k𝜺 for 
in-group size of k.
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Secret variations (Brown et al. Table 1)
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Brown et al. emphasize 
secret: 
● format
● owners 
● in-group
● whether in-group 

sharing is permissible



Data protection: Differential privacy (Brown et al. Figure 2)

Key idea: reveal minimal information about whether a given record was used 
during model training for a worst-case leakage guarantee.
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Solutions from Brown et al.

● Informed consent probably can’t exist
○ Even researchers don’t have enough knowledge of what the LMs can do
○ An individual may not be the sole owner of a secret

● Proposed solution: only train on data that are explicitly intended for the public 
domain for all future timepoints
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More recent work

● Extensions to fairness, privacy, and transparency (Datta et al., 2023)
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More recent work

● TrustLLM: A benchmark including privacy (Sun et al., 2024)
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…High rates (66%) of total 
disclosure (TD) and conditional 
disclosure (CD) for emails in the 
Privacy Leakage benchmark for 
popular models
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“SILO Language Models: Isolating Legal Risk 
in a Nonparametric Datastore”

Sewon Min, Suchin Gururangan, Eric Wallace, Hannaneh 
Hajishirzi, Noah A. Smith, Luke Zettlemoyer (ICLR2024)
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Background: Legal Risk

Fair use doctrine in US

● Transformativeness
● Nature of the copyrighted work
● Amount and Substantiality
● Effect on Market

General Data Protection Regulation (GDPR) in EU

● Obtaining consent from users before processing the data
● Providing transparency about data processing
● Ensuring data security
● Allowing individual to erase their data
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Data Segregation

Company X: Please remove my copyrighted text from your model. 

LLM: Copyrighted information cannot be easily removed from the 
model. (Pre-training is too expensive)

Low-risk High-riskPre-training data
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Data Segregation

Low-risk data High-risk data

Low-risk High-riskPre-training data

Company X: Please remove my copyrighted text from your model. 

SILO: Copyrighted documents can be easily removed from 
nonparametric datastore on demand.
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Taxonomy of Data Licenses

PD SW BY Non-permissive

Public domain (PD)

Intellectual property rights 
have expired.

Expressly waived by the 
creator.

Permissively licensed 
software (SW)

Some basic stipulations 
such as requiring one to 
include a copy of the 
original license.

Attribution license 
(BY)

Free to use as long as 
“credit is given to the 
creator”.
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Results: Parametric Component
SILO and Pythia are 
roughly equal quality on 
in-domain data (e.g., 
FeeLaw, Gutenberg, etc.)
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Results: Parametric Component
SILO and Pythia are 
roughly equal quality on 
in-domain data (e.g., 
FeeLaw, Gutenberg, etc.)

Large gaps occur on data 
that is in-domain for 
Pythia but out-of-domain 
for SILO. (e.g., news, 
books, etc.)
Scaling law (Hoffmann et 
al. 2022)
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Parametric + Nonparametric 

Questions: How can we close the performance gap?

Retrieval-augment language models:

● KNN-LM 
● RIC-LM
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KNN-LM

Khandelwal et al. 2019, Generalization through Memorization: Nearest Neighbor Language Models

Recall the class on “Retrieval-based models” (Rulin & Jacqueline) 
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https://arxiv.org/abs/1911.00172


RIC-LM

Ram et al. 2023, In-Context Retrieval-Augmented Language Models

Recall the class on “Retrieval-based models” (Rulin & Jacqueline) 
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https://arxiv.org/abs/2302.00083


Results: Adding Nonparametric Component

Either KNN-LM or 
RIC-LM reduces the 
gap between SILO 
and Pythia. KNN-LM 
reduces the gap 
between SILO and 
Pythia by more than 
50% on 3/8 datasets 
and outperforms 
Pythia on 4/8 
datasets. 
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Results: Adding Nonparametric Component
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As we increase the 
datastore, we can 
further reduce the gap!

KNN-LM generalizes 
in-domain and 
out-of-domain better 
than RIC-LM. 



Related Works

Dataset Licensing & Attribution

● The Data Provenance Initiative: A Large Scale Audit of Dataset Licensing & 
Attribution in AI (Longpre et al., 2023)

● The Stack: 3 TB of permissively licensed source code (Kocetkov et al., 2022)
● S2ORC: The Semantic Scholar Open Research Corpus (Lo et al., 2020)
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https://arxiv.org/pdf/2310.16787.pdf
https://arxiv.org/pdf/2211.15533.pdf
https://aclanthology.org/2020.acl-main.447.pdf


License for 81.9% Github repos are 
missing.

MIT and Apache-2.0 are the most 
widely used licenses. 

Only ~10% code are permissive.

The Stack: 3 TB of permissively licensed source code (Kocetkov et al., 2022) 43

https://arxiv.org/pdf/2211.15533.pdf


Trace 1800+ datasets:
● Allowed Commercial Use: 46.1%
● Non-commercial/Academic-Only 23.3%

www.dataprovenance.org

The Data Provenance Initiative: A Large Scale Audit of Dataset Licensing & Attribution in AI (Longpre et al., 2023) 44

http://www.dataprovenance.org
https://arxiv.org/pdf/2310.16787.pdf


Skewed source and 
tasks distribution: 
N-C/ A-O Licensed 

Datasets have 
statistically greater 

diversity in their 
representation of 

tasks, topics, sources, 
and target text 

lengths.

45

The Data Provenance 
Initiative: A Large Scale 
Audit of Dataset 
Licensing & Attribution 
in AI (Longpre et al., 
2023)

https://arxiv.org/pdf/2310.16787.pdf
https://arxiv.org/pdf/2310.16787.pdf


Related Works: Technical Mitigation

● Data Filtering: filtering training data to only include permissive licenses.
● Output Filtering: detecting output that can mirror training data.

○ Copilot’s developer (Ziegler, 2021)
○ Minimally modified style-transfer prompts can evade filters. (Ippolito et al., 2022)

● Instance Attribution: assigning scores to training examples for contribution to 
prediction.

● Differential Privacy
● Learning from Human Feedback

○ Reducing harmfulness/privacy leakage (Xiao et al. 2023)

● Unlearning (Eldan & Russinovich, 2023)

46Henderson et al. 2023

https://github.blog/2021-06-30-github-copilot-research-recitation/
https://arxiv.org/abs/2210.17546
https://arxiv.org/pdf/2310.02469.pdf
https://arxiv.org/pdf/2310.02238.pdf
https://arxiv.org/pdf/2303.15715.pdf


“forget” the 
intricate 
narratives of 
the Harry 
Potter series

Key idea: train on the Harry Potter book while negating the loss function
● Whenever the model successfully predicts the next word in the text, we 

penalize it by applying a loss. 
Next-token 
probabilities for the 
prompt “Harry 
Potter studies”
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Related Works: Unlearning



Related Works

Copyrighted Data Protection

● Language Models Auditing
○ Detecting Pretraining Data from Large Language Models (Shi et al. 2023)
○ Do Membership Inference Attacks Work on Large Language Models? (Dual et al. 2024)

● Data Watermarking
○ A Survey of Text Watermarking in the Era of Large Language Models (Liu et al. 2023)

48

https://arxiv.org/abs/2310.16789
https://arxiv.org/pdf/2402.07841.pdf
https://arxiv.org/pdf/2312.07913.pdf
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Discussion
Brown et al.

● How realistic are these concerns about 
privacy violations? How could we test them 
more quantitatively?

● Is it feasible to restrict to data that were only 
intended for public use? How could we 
even clearly define this?

● Is “intended for public use” sufficient? Or 
are there additional guidelines we should 
put into place to better ensure ethical use?

● How much is the responsibility of the model 
trainer vs data producer vs model 
consumer?

Min et al.

● Why doesn't SILO completely eliminate 
legal risks?

● Can we paraphrase high-risk data to make 
it low-risk for pretraining?

● What are other approaches besides retrieval 
that we can use to fill the performance gap 
when pretraining on low-risk data?

● What other approach can mitigate the risk 
of copyright infringement?
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