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Are language models truly universal?

❖ Modern pre-trained language 
models (LMs) are designed to be 
general-purpose 
➢ Natural idea to train them on a large, 

general-purpose corpora that span a 
variety of domains (trillions of tokens)

3

RoBERTa (Liu et al., 2019)

Wikipedia

BookCorpus

CCNews



Are language models truly universal?

❖ What can pre-training on trillions 
of tokens tell us about LM 
generalization? 
➢ After seeing so much data, does 

domain adaptation still matter?
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RoBERTa (Liu et al., 2019)

Wikipedia

BookCorpus

CCNews2.2T tokens!



What is a domain? 

❖ “Domain” is an overloaded term
❖ One definition: a manifold in a 

high dimensional “variety space” 
(Plank, 2016)
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Figure adapted from Plank (2016)

A dataset samples from a 
particular “variety 
space”; each dim. 
represents a (fuzzy) 
aspect of lg.

Does the degree of difference 
between domains matter? What 
about the granularity of domains?



Donʼt Stop Pretraining? 

❖ Gururangan et al. (2020) advocates for further pre-training on data that is 
closer in distribution to the end task.  

6
Figure 1 from Gururangan et al. (2020)

Task-agnostic MLM 
objective from a 

RoBERTa-large ckpt



Donʼt Stop Pretraining? 

❖ Gururangan et al. (2020) advocates for further pre-training 
on data that is closer in distribution to the end task.  

❖ Key idea: Domain as a spectrum! 
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Donʼt Stop Pretraining? 

❖ Gururangan et al. (2020) advocates for further pre-training 
on data that is closer in distribution to the end task.  

❖ Key idea: Domain as a spectrum! 
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Fine-grained, 
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Two phases of adaptive pretraining: 

❖ Domain-adaptive pretraining (DAPT): 
➢ Continual pre-training on unlabeled general data whose distribution 

encapsulates that of the downstream task 
➢ Generally lots of data that is related to the domain of interest
➢ Downside: how to define relatedness? What notion of similarity to use?  
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BioMed
7.55B 
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Domain Similarity

❖ Key idea: Take most frequent vocabulary overlap (%) as a proxy for 
domain similarity 
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Figure 2 from Gururangan et al. (2020)

News domain is 
similar to the PT 
corpus, as well as to 
Reviews



DAPT Results 

❖ Better performance on the end task when 
trained on the relevant domain! 

❖ Performance gains hold even on low-resource 
settings

❖ Loss of generality: DAPT is suboptimal if the 
end tasks do not come from the same domain 
(~DAPT)
➢ Even worse performance than vanilla RoBERTa! 
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Table 3 from Gururangan et al. (2020)



Instead of searching for data from similar domains, 
can we train directly on task data instead? 
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Two phases of adaptive pretraining: 

❖ Task-adaptive pretraining (TAPT): 
➢ Continual pre-training on the unlabeled training set for a given task
➢ Much less data 
➢ But the data is more task-relevant / high-quality
➢ Less expensive than DAPT, and faster to train (60x faster)
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CHEMPROT



TAPT (+DAPT) results
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● Despite being more efficient, 
TAPT is competitive with DAPT

● Benefits are additive; 
TAPT+DAPT performs the best

Table 5 from Gururangan et al. (2020)

All this sounds too good to be true…whatʼs the catch?  🤪 



No Free Lunch! 🥪
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● TAPT trades off task-specific performance for generality
● Like DAPT, it can be harmful when applied across tasks (Transfer-TAPT)
● In general, DAPT/TAPT are less reusable for other tasks/domains ♻

Table 6 from Gururangan et al. (2020)



What are the implications of “Donʼt Stop Pretraining”?
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1. What are some subsequent works that leverage 
DAPT/TAPT?

2. How does adaptive pre-training fit into the landscape of NLP 
research today? 



Adaptive pretraining for temporal shift 
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Temporal shift as a domain shift
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Key ideas:
❖ Temporal DAPT does not overcome degradation from temporal 

misalignment
❖ Fine-tuning on temporally-updated labeled data is more 

effective! 

Table 3 from Luu et al. (2022)



What are the implications of “Donʼt Stop Pretraining”?
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1. What are some subsequent works that leverage DAPT/TAPT?
2. How does adaptive pre-training fit into the landscape of 

NLP research today? 
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LLMs as general-purpose monolithic models 

● The dominant paradigm is to keep scaling your general-purpose LM



Instead of DAPT, merge domain-specific LMs! 
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Branch-Train-Merge

❖ Key idea: Domain-adaptive pre-training to produce expert language models 
(ELMs) that are embarrassingly parallel—no shared parameters!

❖ Parameter averaging (ensembling) to collapse the system of ELMs into a 
single LM during inference time

22Figure 2 from Li et al. (2022)



Build an Ecosystem, not a Monolith 

❖ Title and diagram stolen from Colin Raffel
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https://colinraffel.com/talks/simons2023build.pdf

(Highly recommend Colin Raffelʼs talk, BTW)

Systems of specialized 
task-specific LMs → best 
of both worlds?

https://colinraffel.com/talks/simons2023build.pdf
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MEDITRON-70B: Scaling Medical 
Pretraining for Large Language Models
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Medical QA time
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Question: Which of the following ultrasound findings has 
the highest association with aneuploidy?

Options:

(A) Choroid plexus cyst

(B) Nuchal translucency

(C) Cystic hygroma

(D) Single umbilical artery
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Let s̓ adapt to the medical domain!
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…Second-trimester ultrasound scan detects 2 types of sonographic markers 
suggestive of aneuploidy. Markers for major fetal structural abnormalities 
comprise the first type; the second type of markers are known as “soft 
markers” of aneuploidy. These latter markers are nonspecific, often transient, 
and can be readily detected during the second-trimester ultrasound. The most 
commonly studied soft markers of aneuploidy include a thickened nuchal fold, 
rhizomelic limb shortening, mild fetal pyelectasis, echogenic bowel, and 
echogenic intracardiac focus and choroid plexus cyst. There is a great deal of 
interest in the ultrasound detection of aneuploidy, as evidenced by the large 
number of publications in the literature on this topic.

Abstract from Raniga S, et al. Ultrasonographic soft markers of aneuploidy in second 
trimester: are we lost? MedGenMed. 2006



Let s̓ adapt to the medical domain!
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Question: Which of the following ultrasound findings has 
the highest association with aneuploidy?

Options:

(A) Choroid plexus cyst

(B) Nuchal translucency

(C) Cystic hygroma

(D) Single umbilical artery
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Question: Which of the following ultrasound findings has 
the highest association with aneuploidy?

Options:

(A) Choroid plexus cyst

(B) Nuchal translucency

(C) Cystic hygroma

(D) Single umbilical artery

31

Explanation: All the above-mentioned are ultrasound findings 
associated with an increased risk of aneuploidy, although the highest 
association is seen with cystic hygroma



32Fig. 1 from Gu, Yu, et al. "Domain-specific language model pretraining for biomedical natural language processing."

Background



33Cropped table 5 from Gu, Yu, et al. "Domain-specific language model pretraining for biomedical natural language processing."

Domain-specific vs. mixed-domain pretraining

Gu et al., 2020 Pretrain BERT from scratch on PubMed abstracts



34Cropped table 1 from Gu, Yu, et al. "Domain-specific language model pretraining for biomedical natural language processing."

Domain-specific vs. mixed-domain pretraining

Gu et al., 2020 Pretrain BERT from scratch on PubMed abstracts

❖ PubMedBERT captures jargon 



35Cropped table 6 from Gu, Yu, et al. "Domain-specific language model pretraining for biomedical natural language processing."

Domain-specific vs. mixed-domain pretraining

Gu et al., 2020 Pretrain BERT from scratch on PubMed abstracts

❖ PubMedBERT captures jargon 

❖ PubMedBERT outperforms BioBERT on medical tasks

Macro Avg.



36Cropped table 6 from Gu, Yu, et al. "Domain-specific language model pretraining for biomedical natural language processing."

Domain-specific vs. mixed-domain pretraining

Gu et al., 2020 Pretrain BERT from scratch on PubMed abstracts

❖ PubMedBERT captures jargon 

❖ PubMedBERT outperforms BioBERT on medical tasks



37Table 1 from Gu, Yu, et al. "Domain-specific language model pretraining for biomedical natural language processing."



38Table 6 from Gu, Yu, et al. "Domain-specific language model pretraining for biomedical natural language processing."

NER

Relation 
extraction + 
sentence 
similarity

QA



39Table 6 from Gu, Yu, et al. "Domain-specific language model pretraining for biomedical natural language processing."

NER

Relation 
extraction + 
sentence 
similarity

QA



Adapting with instruction tuning
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Singhal et al., 2023 Instruction tune Flan-PaLM on medical QA

Extended Data Fig. 1 from Singhal etl a., 2023
Instruction prompt tuning for Med-PaLM



Adapting with instruction tuning
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❖ Singhal et al., 2023 Instruction tune Flan-PaLM on medical QA

➢ 540B Med-PaLM achieved SOTA on medical QA

➢ Closed source

Cropped fig. 1 from Singhal et al., 2023
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Why domain adaptation?

❖ Can combine with instruction tuning

❖ Token scaling 

➢ LLama-2 70B is ~200x larger than BERT!

➢ All PubMed papers are ~50B tokens

Table 3 from Hoffmann, Jordan, et al. 2022



MediTron-70B Motivation

❖ Open source replication of commercial SOTA

➢ vs. GPT-3.5/4, Med-Palm

❖ Medical domain adaptation only tried in smaller models

➢ BioBERT ~300M (Lee et al., 2020)

➢ GatorTronGPT 5/20B (Peng, Cheng, et al., 2023)

➢ PMC-LLaMA 13B (Wu, Chaoyi, et al., 2023)
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MediTron Overview
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MediTron Overview (main focus)
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GAP-Replay
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Table 1: GAP-Replay data mixture statistics



Clinical guidelines
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❖ 46,469 English guideline articles from 16 globally recognized sources

❖ Cover a breadth of medical sub-domains

Table 9: GUIDELINES Corpus composition.



Experience Replay
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❖ Randomly selected subset of tokens from the RedPajama dataset

❖ 1% of continued pretraining corpus

❖ Prevents forgetting of general pretraining (Sun et al., 2020)



MediTron Overview (quick recap)
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Continued Pretraining & Finetuning
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❖ Continue training Llama-2-70B and 7B on GAP-Replay

❖ Instruction tune on three medical QA tasks:

➢ “As an expert doctor in clinical science and medical knowledge, can you 
tell me if the following statement is correct? Answer yes, no, or maybe.”

Table 3: Medical benchmark datasets



Downstream Evaluation

51

❖ Evaluate pretrained models with few-shot prompting

❖ Use zero-shot chain-of-thought (CoT) prompting for finetuned models

➢  “Letʼs think step-by-step”

❖ + self-consistency CoT 

➢ sample 5 CoT answers, majority wins



Takeaway #1: DAPT approaches comercial SOTA
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Figure 1: MEDITRON-70Bʼs performance on MedQA



Takeaway #1: Approaches comercial SOTA

53Figure 3: Main results of MEDITRON against commercial LLMs.



Takeaway #2: Data ablations
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Table 7: Different data mixtures for continued pretraining trial runs



Takeaway #2: Data ablations
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Table 8: Performance comparison of different trial-runs on 7B models. 



Takeaway #2: Data ablations
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Table 8: Performance comparison of different trial-runs on 7B models. 



Takeaway #2: Data ablations

57

Table 8: Performance comparison of different trial-runs on 7B models. 



58

Table 13: Evaluations on TruthfulQA 

Takeaway #3: MediTron responses are more truthful…



Takeaway #3: MediTron seems safer…
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…

❖ MediTron-70B 71.2% vs. LLama-2-70B 54. 8% TruthfulQA accuracy (med. domain)
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Takeaway #3: but…



Scaling pretraining for other domains
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DeepSeekMath

Continued pretraining on math corpera + instruction tuning

63Figure 3 | Benchmark curves of DeepSeek-LLM 1.3B trained on different mathematical corpora.
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Food for thought (discussion questions)

Gururangan et al., 2020

- How feasible would it be to run DAPT or TAPT prior to fine-tuning, 
if you are operating on a standard academic compute budget? 
What about the “low-resource” variants of TAPT? 

- We see nice performance boosts just from extra pre-training, 
which seems too good to be true. Evoking the “No Free Lunch” 
theorem, what are some potential trade-offs of DAPT/TAPT?

- The only downstream task explored in this paper is text 
classification. How might DAPT/TAPT generalize to harder NLP 
tasks, e.g., ODQA, fact-checking, entity linking? Which method 
could be more performant?

- To quantify domain similarity, Gururangan et al. (2020) measures 
the vocabulary overlap from the top 10K most frequent words 
(excl. stopwords) per domain. Is this a good metric? If not, what 
are some disadvantages?

- Let s̓ take a step back and consider the big picture. At present, 
choosing data for pre-training remains more of an art than a 
science, as practitioners must strike the right balance between 
diversity and task relevance. How does the “Donʼt Stop Pretraining” 
paper situate itself within this particular conversation? 
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Chen et al., 2023

- How else can we scale pretraining besides 
domain adaptation? When is domain-specific 
pretraining from scratch still feasible for larger 
models?

- How can we train safer models for medical QA, 
e.g. by changing the finetuning setup, adding 
safeguards, or reducing hallucinations? What are 
the tradeoffs of pretraining vs. retrieval 
methods?

- Why could adding replay tokens help 
performance on domain-specific tasks? How 
might that improvement vary for different 
domains?

- Like models in “donʼt stop pretraining”, 
MediTron is only evaluated on one type of task 
(QA). How would the DAPT + instruction tuning 
approach generalize to different tasks? Is there 
any difference with just DAPT/TAPT?


