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Henderson et al.

● Examines setting where a 
data creator brings a case 
against model developers, 
creators or users

● Discusses liability of model 
generations only

● Only investigates copyright 
risk for foundational models

● Mainly for model practitioners

● More broad coverage of parties 
and degree of infringement

● Discusses liability of model 
generations, model weights, 
deployment service etc.

● Assesses copyright risk for 
different types of models 
(foundational, fine-tuned, 
aligned)

● Mainly for policymakers, 
lawyers etc.

Lee et al.



Generative AI Supply Chain
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Fair Use - Transformativeness

● Transformativeness needs to 
be fulfilled by both low-level 
transformation (low n-gram 
overlap) and higher-level 
elements

● Less discussion about 
commercial and non 
commercial purpose of 
generation

● As long as the audience finds 
“new information, new 
aesthetics, new insights and 
understandings” in the 
transformative work

● Models acting as models are 
very transformative as they 
represent works (internally) in 
different ways and are capable 
of generating transformative 
work

Henderson et al. Lee et al.



Fair Use - Amount and Substantiality

● De minimis amount is 
acceptable
○ Too trivial or minor to 

merit consideration
● Intermediate copying

○ Copying a work in its 
entirety but output itself 
isn’t infringing

● Courts will still assess 
whether the generation 
copies “more than necessary” 
for the transformation

Henderson et al. Lee et al.



Fair Use - Effect on Market

● Non-commercial applications 
have a higher likelihood of 
being protected by fair use
○ 77% of 47 cases 

involving a 
non-commercial 
application had fair use

● Generative outputs can be “pirated 
versions” of copyrighted work and 
competes with it

● Generates non-exact copy with 
significant elements borrowed from 
original, but drastically changes 
dialogue and animation

● Competes with commissioning costs to 
create the original work

● Competes with a whole 
industry/business

● Prevent user from being a patron of the 
original work’s market

Henderson et al. Lee et al.



How can we consider fair use in 
different use cases?

Natural 
Language 

Text

Code Generated 
Images



Boundary between fair use and 
infringement

Verbatim 
Copying

Insufficient 
Transformations

Factual and 
parody 

considerations 

Natural Language Text



Verbatim Copying

Authors Guild, Inc. v. Google, Inc. 721 
F.3d 132, 2d Cir. 2015.
● Scanned a large collection of books 

(infringing on reproduction right)
● But content showed to users is 

small (fair use) and actually 
directed them to source of books 
(no effect on market)

● Fair Use

Penguin Grp. (USA), Inc. v. Am. 
Buddha. No. 4:13-cv-02075-JGZ, D. 
Ariz. May 11, 2015.
● Small formatting changes
● Displayed books on internet
● Not Fair Use



Verbatim Copying Penguin Grp. (USA), Inc. v. 
Am. Buddha. No. 
4:13-cv-02075-JGZ, D. 
Ariz. May 11, 2015.

Authors Guild, Inc. v. Google, Inc. 721 
F.3d 132, 2d Cir. 2015.



Verbatim Copying

● Too short/small vs. too long/large?
○ Fox News Network, LLC v. TVEyes, Inc. Nos. 15-3885, 15-3886, 2d Cir. Feb. 

27, 2018.
○ No threshold of content is categorically permissible or impermissible

● Copies and shows the most significant parts?
○ Harper & Row v. Nation Enterprises. 471 U.S. 539, 1985.

● Maybe quotes and citations can fix this!
○ Harper & Row v. Nation Enterprises. 471 U.S. 539, 1985.



Factual and parody considerations



Parody vs. Satire
● Campbell v. Acuff-Rose Music, Inc. 510 U.S. 569, 1994.

○ “Parody needs to mimic an original to make its point, and so has some 
claim to use the creation of its victim’s (or collective victims’) imagination”

○ “Satire can stand on its own two feet and so requires justification for the 
very act of borrowing”

● Dr. Seuss Enters., LP v. Penguin Books USA, Inc. 109 F.3d 1394, 9th Cir. 1997.
○ Used linguistic, thematic and narrative elements
○ But described the trial of O.J. Simpson
○ Despite stating “parody” in the name, the court ruled it as satire



Factual and parody considerations





Code
● “The exact contours of copyright protection for non-literal program structure are 

not completely clear.” - Computer Associates Intern., Inc. v. Altai, Inc., 2d Cir. 
1992, at 712

● “...it is often quite difficult to prove nonliteral infringement because courts have 
recognized that many nonliteral elements of programs, such as algorithms, are not 
within the scope of protection that copyright law does” - Bloch & Samuelson, 2022

● Because code contains a lot of non-expressive, functional elements which are 
not copyrightable 

● Simply copying a small amount means a lot of the remaining code contributes to 
the product being sufficiently transformative

● However, models are continuing to generate longer sequences of code which can 
increase risk of incurring liability



GitHub Copilot Lawsuit



Technical Mitigation for Fair Use



Future Agenda
● Continual development of advanced mitigation techniques to prevent extreme 

outcomes as fair use evolves with advancing generative models
● Should not over-filter data
● Policymakers should consider how and if the Digital Millennium Copyright Act 

(DMCA) safe harbors should apply to foundational models
● Pursue other remedies beyond mitigation tactics
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NYT-OpenAI Lawsuit



How do US Civil Lawsuits work?
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(Some) Relevant Lawsuits

Anderson

Plaintiffs Common Complaints:
1. Direct Infringement: copying data 

during training.
a. Books
b. Art

2. Direct Infringement: copying in 
generations

3. Vicarious Infringement: every 
model output is a derivative work.

4. Trademark Infringement

Defendants

Stability AI

Getty Images Stability AI

NYT Microsoft, OpenAI

Kadrey Meta

Huckabee Meta, Bloomberg, 
Microsoft, EleutherAI

Tremblay Microsoft, OpenAI

Authors Guild Microsoft, OpenAI

Concord Music Anthropic



(Some) Relevant Lawsuits

Anderson

Plaintiffs Common Complaints:
1. Direct Infringement: copying data 

during training.
a. Books
b. Art

2. Direct Infringement: copying in 
generations

3. Vicarious Infringement: every 
model output is a derivative work.

4. Trademark Infringement

Defendants

Stability AI

Getty Images Stability AI

NYT Microsoft, OpenAI

Kadrey Meta

Huckabee Meta, Bloomberg, 
Microsoft, EleutherAI

Tremblay Microsoft, OpenAI

Authors Guild Microsoft, OpenAI

Concord Music Anthropic



What evidence do they use?
Common Complaints:
1. Direct Infringement: copying data 

during training.
a. Books
b. Art

2. Direct Infringement: copying in 
generations

3. Vicarious Infringement: every 
model output is a derivative work.

4. Trademark Infringement

Kadrey Meta

Huckabee Meta, Bloomberg, 
Microsoft, EleutherAI

Evidence:
Use of Books3 dataset to train Llama and 
BloombergGPT
● Part of The Pile (EleutherAI)
● Contains pirated books

Plaintiffs Defendants
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How do the Defendants Answer?

Anthropic:
For training:

- Using copyrighted data for training is 
fair use “If licenses were required to 
train LLMs on copyrighted content, 
today’s general-purpose AI tools 
simply could not exist”

For generations:
- Blocked song lyrics from being 

generated

Bloomberg:
For training:

- “any use of their works by Bloomberg 
was to aidin the training of a 
generative AI model for research 
purposes, and thus falls squarely 
within the ambit of fair use.”



Addendum: LAION-5B contains CSAM



LAION - CSAM - What should be done?

Reporting requirements of providers, 18 U.S.C. § 2258A
If you have content that you think might be CSAM, you can
1. Submit it to MSFT PhotoDNA (free Azure API)
If there’s a hit:
2. Send a report to NCMEC

https://casetext.com/statute/united-states-code/title-18-crimes-and-criminal-procedure/part-i-crimes/chapter-110-sexual-exploitation-and-other-abuse-of-children/section-2258a-reporting-requirements-of-providers
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