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Retrieval-based language models (LMs)
Retrieval-based LMs = Retrieval + LMs
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 ACL tutorial: https://acl2023-retrieval-lm.github.io/



Motivation



Why retrieval-based LMs?
Better at long-tail 
concepts & facts

Can grow & update w/o 
additional training Provide data attribution
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Why retrieval-based LMs?
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easy to memorize

modest-size LMs can’t memorize

even large LMs can’t memorize

Rarities of concepts/facts GPT-3 davinci-003: 20%-30% accuracy

What is Kathy Saltzman’s occupation?

(Mallen et al., 2023)

Better at long-tail 
concepts & facts

Can grow & update w/o 
additional training Provide data attribution
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Why retrieval-based LMs?

Is United Kingdom 
a member of European Union?

what do I need to 
go outside?

2018 2020 2022

Better at long-tail 
concepts & facts

Can grow & update
w/o additional training Provide data attribution

Often Unpredictable!
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* Slide credit to Sewon Min



Why retrieval-based LMs?
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4. "Attention Is All You Need" (with V. Vaswani, N. Shazeer, et al.) - Published in 2017, 
this paper introduced the Transformer model,…

Better at long-tail 
concepts & facts

Can grow & update w/o 
additional training Provide data attribution

List 5 important papers authored by Geoffrey Hinton

Geoffrey Hinton is a renowned computer scientist … Here are five important 
papers authored by him:

1. "Learning Internal Representations by Error Propagation" (with D. E. Rumelhart 
and R. J. Williams) - This paper, published in 1986, ..

2. "Deep Boltzmann Machines" (with R. Salakhutdinov) - Published in 2009, ..

3. "Deep Learning" (with Y. Bengio and A. Courville) - Published as a book in 2016, …
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Model Architecture



Model Design Considerations

 ACL tutorial: https://acl2023-retrieval-lm.github.io/



Model Design — Retrieve-in-context (RiC) LM

10

Using the retrieval results as a context

10

The model 
architecture used 
in  today’s papers.Simply prepend the retrieved 

document before the input prefix



Model Design —kNN-LM
Using the retriever itself as a LM — kNN-LM (Khandelwal et al. 2020)
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Model Design — RETRO
Feed the retrieval augmentation through cross-attention.

Borgeaud et al. 2022. “Improving language models by retrieving from trillions of tokens” 



More Designs …

 ACL tutorial: https://acl2023-retrieval-lm.github.io/



For more information

 ACL tutorial: https://acl2023-retrieval-lm.github.io/



• How to design and train retrieval-augmented language models, with a focus on downstream 
few-shot learning and sample efficiency.



Few-shot Downstream Learning

• The task of learning from very few examples. Specifically, Atlas picks knowledge-
intensive ones.

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



Few-shot Downstream Learning

Few-shot 
Learning

In-context 
Learning

Few-shot 
Finetuning

Update 
parameters?

Yes

No

Full FT

Parameter-efficient FT

Combining Text Template

Simple Concatenation

Which 
parameters?

Which 
template?

… 

Scope of Atalas

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



RIC Setting in Atlas

• Retriever: Contriever (unsupervised pretrained) 

• Language model: T5 unsupervised pretrained model 

• Pretraining & datastore data:  

• Dec. 20, 2021 Wikipedia dump (only this for ablation study) 

• 2020-10 common crawl dump

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



Performance w/o Training

• Closed-book v.s. Vanilla RIC

Vanila RIC

Retrieval augmentation  
improves the performance of 

these knowledge intensive 
tasks!

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



How to further improve the performance with few-shot learning?

• What we have:  

• Input-output pairs from the task of interest. 

• LM. 

• Datastore. 

• What is desirable, but we don’t have: 

• Annotations on the documentations, e.g., a gold document that contains the 
supporting fact for each query.

Specifically, by co-training the retriever and the LM

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



How to further improve the performance with few-shot learning?

• What we have:  

• Input-output pairs from the task of interest. 

• LM. 

• Datastore. 

• What is desirable but we don’t have: 

• Annotations on the documentations, e.g., a gold document that contains the 
supporting fact for each query. 

Q: How to find useful signals to co-train the retriever?

Specifically, by co-training the retriever and the LM

Leverage the language model 
to provide supervisory 

signals!

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



Training Objectives for the Retriever

• Attention Distillation (ADist) 

• End-to-end training of Multi-Document Reader and Retriever (EMDR2) 

• Perplexity Distillation (PDist) 

• Leave-one-out Perplexity Distillation (LOOP)



Training Objectives for the Retriever

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”

More helpful with fewer shots



Pretext Tasks

• Prefix language 

• Masked language modeling 

• Title to section generation

Used to jointly pre-train the retriever and the language model using only unsupervised data.

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



Pretext Tasks
Used to jointly pre-train the retriever and the language model using only unsupervised data.

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”

Huge 
improvement



Pretext Tasks
Used to jointly pre-train the retriever and the language model using only unsupervised data.

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”

Similarly 
helpful



Efficient Retriever Fine-tuning

• Full index update (expensive) 

• Re-ranking 

• Query-side fine-tuning

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”

Both re-
ranking and 
query-side 
fine-tuning 
preserve or 

even improve 
performance 

though 
drastically 

reduce 
computation

Efficient Retriever Fine-tuning



Analysis
Beating larger models with retrieval augmentations.

Small model 
outperforms larger 

models with 
retrieval 

augmentation!

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



Analysis
Beating larger models with retrieval augmentations.

Small model 
outperforms larger 

models with 
retrieval 

augmentation!

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



Analysis
Impact of inference biases

De-biasing works 
effectively. With 

more training 
samples, the need 

decreases.

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



Analysis
Composition of retrieved documents

Retriever tends to 
retrieve from more 

relevant and higher-
quality data.

Wikipedia makes up about 15% of retrieved passages, 
though it only makes up about 10% of index.

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



Analysis
Temporal sensitivity and updatability

Temporally 
mismatched index 

leads to inferior 
performance!

Temporally 
mismatched train 
set leads to worse 

closed-book 
performance.

Izacard et al. 2022, “Atlas: Few-shot Learning with Retrieval Augmented Language Models”
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Retrieval-based LMs
• Any parametric language model that queries from an external non-

parametric datastore during inference time

36

InputQuery

IndexDatastore +

There is no unified retrieval-based LM architecture: NN-based LMs, retrieve-in-context LMs, etc. 
But the underlying groundwork is pretty much the same!



Retrieval-based LMs
• Retrieval-based language models confer many advantages over 

parametric language models…but they are not a silver bullet 
solution! 

37

InputQuery

IndexDatastore +

Parametric LMNon-parametric 
components
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Parametric LMs encode factual knowledge, but not equally

• Language models memorize factual knowledge… 
39

GPT 3.5, accessed Feb. 2024

“Donna Tartt”, Wikipedia, accessed Feb. 2024



Parametric LMs encode factual knowledge, but not equally
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Nope! TLF is dedicated to a “Neal”  

GPT 3.5, accessed Feb. 2024

• Language models memorize factual knowledge…but not perfectly!!! 
“The Little Friend”—Donna Tartt

To be fair, this question 
is more obscure than 
the previous one…



Parametric LMs encode factual knowledge, but not equally
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Large language models struggle with long-tail knowledge; scaling to 
achieve good accuracy on the long tail is infeasible (BLOOM → 1 
quintillion params.!!!)

Figure 1 from Kandpal et al. (2022)

Kandpal et al., 2022. Large Language Models Struggle to Learn Long-Tail Knowledge



Parametric LMs encode factual knowledge, but not equally
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Table 2 from Mallen et al. (2023)

Pop = monthly Wikipedia page views

Pop(Donna Tartt) < Pop(J. K. Rowling)

AccLM(Donna Tartt, occupation, Writer) 

 < AccLM(J. K. Rowling, occupation, Writer)

Mallen et al., 2023. When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories.

• PopQA: Dataset of 14k questions about long-tail entities 

• Query: Knowledge triple (S, R, O)  

• Answers: Set of entities E s.t. knowledge triple (S, R, E) exists in the 
knowledge graph



Parametric LMs encode factual knowledge, but not equally
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• Entity popularity and relationship type are strong predictors of 
memorization ability  

• LM parametric knowledge fails to extend to long-tail distributions

Figure 4 from Mallen et al. (2023)

Mallen et al., 2023. When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories.



Parametric LMs encode factual knowledge, but not equally
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Scaling does not improve memorization of long-tail knowledge! 

Figure 6 from Mallen et al. (2023)

Mallen et al., 2023. When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories.



Use non-parametric memorization for long-tail knowledge 

45

Key idea: Just as you would consult an encyclopedia to look up obscure 
knowledge, an LM can query an external datastore for long-tail 
information!

Who was the director of The White Suit?

IndexDatastore

In 1999 "The White Suit" an 
auteur film by Ristovski (director, 
writer, lead actor, and producer) 
was at the Cannes Film Festival 
in the Critics Week program…

Lazar 
Ristovski



Use non-parametric memorization for long-tail knowledge 
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Figure 9 from Mallen et al. (2023)

Better 
performance 
on QA with 

low-popularity 
entities

External datastore

• Not only does retrieval help average QA performance, the 
improvements are significant for less popular facts. 

Mallen et al., 2023. When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories.



What’s the catch? Retrieved context does not always help  
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Table 1 from Mallen et al. (2023)

• For 10% of questions, retrieval augmentation can mislead the LM and 
induce it to answer incorrectly (without retrieval, it would answer 
correctly) ❌ 

• Constant retrieval means higher costs and inference-time latency! ❌ 

• Workaround: Adaptive retrieval based on popularity of query ✅

Mallen et al., 2023. When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories.



What’s the catch? Retrieved context does not always help  
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• Small models (which memorize less) reap the benefits of retrieval more 
than large models  

• Relative to vanilla (constant) retrieval, adaptive retrieval helps larger 
models more than smaller models  

• Is entity popularity the best proxy for deciding when to retrieve? 

Figure 10 from Mallen et al. (2023)

Mallen et al., 2023. When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories.



What are other downsides of parametric LMs?  
How can retrieval-based LMs close the gap?

49



Easy Knowledge Updates

• Not all information in the pre-trained LM is desirable!  

• Out-of-date information (e.g., “Ben Bernanke is the chair of the US Federal Reserve…”) 

• Personally identifiable information (PII) (e.g, “My Club Penguin password is xxxx…”) 

• Copyrighted or restricted data (e.g., “The snow in the mountains was melting and Bunny had 
been dead for several weeks before we came to understand the gravity of our situation…”) 

• Domain adaptation (e.g., “These hipster glasses look so cheugy…2/5 stars 🥸🤬”)

50

Solution: Use retrieval!



Easy Knowledge Updates
• Key idea: Simply swap the index—no need for further re-training

51

Copyright / restricted data: Parametric LMs trained on 
permissively-licensed data can use a datastore with copy-
righted / restricted data, which can be easily swapped out

Figure 1 from Min et al. (2023)

Min et al., 2023. SILO Language Models: Isolating Legal Risk In a Nonparametric Datastore



Easy Knowledge Updates
• Key idea: Simply swap the index—no need for further re-training
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Domain adaptation: “Free” (i.e., no parameter updates) domain 
adaptation by creating a datastore for the target domain 

Table 4 from Khandelwal et al. (2020)

Khandelwal et al., 2020.Generalization through Memorization: Nearest Neighbor Language Models



What are some failure modes in 
retrieval-based LMs?

53



BehnamGhader et al., 2023. Can Retriever-Augmented Language Models Reason? The Blame Game Between the Retriever and the Language Model

1. Retrieval-based LMs struggle with reasoning
• Retrieval-based LMs show a competitive edge on knowledge-intensive tasks 

(e.g., ODQA), but improvements do not generalize to other tasks  

• Many retrieval-based LMs struggle with multi-step entailments or logical 
reasoning: kNN-LM, REALM, DPR+FiD, Contriever + ATLAS/Flan-T5… 

• Retrieval based on similarity metric—which is an imperfect proxy!!

54

Both the retriever and the 
LM are distinct 


sources of failure

Figure 1 from BehnamGhader et al. (2023)



• Bad (e.g., random, low-quality) context hurts retrieval-based LM performance 
significantly, such that even a no-retrieval baseline performs better 

• Amount of bad context retrieved is datastore-dependent; currently no good 
intuition as to what constitutes a desirable datastore (besides Wikipedia) 

55

2. Retrieval-based LMs are easily distracted by bad context

Figure 2 from Yoran et al. (2023)

Yoran et al., 2023. Making Retrieval-Augmented Language Models Robust to Irrelevant Context
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Food for Thought! (Discussion Questions)
Mallen et al., 2023 
1. Using retrieval helps with domain adaptation. What are 

the pros and cons of using retrieval-based language 
modeling versus domain-adaptive pre-training? 

2. In Mallen et al., 2023, adaptive retrieval works based on 
whether the query falls under a pre-determined 
popularity threshold. What are the limitations of this 
heuristic; is there a better proxy to decide when to 
retrieve?  

3. A recurrent theme with retrieval-based LMs is that we can 
beat scaling trends simply by offloading knowledge from 
the model parameters to some non-parametric repository. 
Do smaller retrieval-based LMs beat larger parametric 
LMs on every task? 

4. How would you design a retrieval-based LM that can 
better withstand irrelevant or misleading context? Does 
the source of failure lie in the base LM, or the retriever?  

5. Besides QA, what are other knowledge-intensive tasks 
that retrieval-based LMs might have an edge on? What 
are tasks that retrieval-based LMs might struggle with? 57

Izacard et al., 2022 

1. Why didn't the four training objectives for the 
retriever result in a notable improvement in end-to-
end performance compared to pretext training? 

2. What additional desirable properties of retrievers were 
not focused on for optimization in this study? 

3. Concerning temporal sensitivity, how could we 
enhance optimization for queries with ambiguous 
target time periods?


