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Ambiguity and disagreement
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Example scenario

Publicly available large-scale dataset

Sam
Some Toxic: Not toxic End-users
online 2:1
comment

e
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ot

80%

“Non-toxic” 20%

Example of a toxic online comment...
Comment

-Online commenter

Toxicity classifier

Kumar et al. SOUPS 2021



Looking for the reason behind it all
Explicit composition p e o o O

Seniors find more comments to be toxic, while 18-35 year olds find fewer comments to be toxic.

Men are more likely to rate borderline comments as not toxic, but also noting that there are many
women on her platform



How can Jury Learning help Sam with his problem?

Toxicity dataset
‘ !; ........................................ | Sam

Jury config 1 Jury config 2 Jury config 3 Jury config N

End-users

Y '}



Voice matters “

Healthy spaces and communities should have their own distinct norms/values
and that should be encapsulated into the data we train our models

‘ Non-parents shouldn’t decide which topics are fair game in a parenting forum

Different standards around political issues in r/StarWars should be
T different r/USA

One model trained from one dataset won't fit all, nor provide opportunity to determine wh
will fit the context




Disagreements are in more than just one domain

Medical diagnostic



Intuition behind Jury Learning

Model individual people, and not an aggregated pseudo-human.
Every user/annotator isn’t just a number on a statistic.

e

> B

) 0
-
-
-
-
-
-
-
-
-
-
-
-
-
-
<
~
~
~
~
~
~
~
~
~
~
~
~
~
~

Dataset Model the annotators




How does Jury Learning works in detail?

ANNOTATOR POPULATION JURY
FROM DATASET
Your jury composition Total: 4 1 3 4 (5 6 i 8 9 10 :) 19 88 2 58
Al A2 Bt g2 M 12 (13 14 15 16 17 18 20 l l l l

Al predicts each juror’s response

Political affiliation Liberal @ Is Parent 51 52 53 54 55 56 57 59 60 l l l l

@ Add characteristic EStEatel HS Diploma & © 61 62 63 64 65 66 67 68 69 70 not not yqyjc not
. toxic toxic toxic
Seats 2 ® Add characteristic ) C1) €D C2) () €BD () €D (00 €
Seats 2 ]
81 82 8 84 8 88 87 89 %0
utcome summa ANNOTATOR POPULATION
o ry JURIES VERDICTS

FROM DATASET

Juror Sheet A DX Juror Sheet B
1 42 43 44 45 46 47 48 49 50

JURY VERDICT DISTRIBUTION OF JURY OUTCOMES D D) @& @) &
Select a jury to view Jury Trends 1w (200 [Cao) | [ C2e
x Slightly toxic P T YT PR
(1_21/4_00) Jury 31 32 3 34 3 3 337 38 39 40
® Selec
outcol M 42 43 44 45 46 47 48 49 50 1" 76 5 61
95% of juries are between g 2222222 28
0.21-1.83
Based on the median outcome o 1 2 3 " nowmon o omowm 7w omw
of 100 jUfies Sampled from Notatall  Slightly Moderately Very Extremely ~ Yy YooY Y Y- 20D €0
toxic toxic toxic toxic toxic

your provided jury composition



Training strategy for Jury Learning

19 88 2 58
training example 0 v ? ? v
training example 1 ? X v ?
training example 2 ? ? ? ?
training example 3 X ? v 2
training example 5 ? ? ? ?

o000
training example 9999 v ? X Vv
previously unseen Al predicts each juror's response
example

Wang et al. 2020
Nguyen et al. 2020

? 2 Vv
X v ?
? ? ?
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Technical evaluation

BERTweset (fine tuned)

They design a specific

test set with 5,000

comments and Jury learning
24 545 annotations

0 0.1 0.2 0.3 0.4 0.5

Mean Absolute Error (MAE, lower is better)
0 = non-toxic, 4 = extremely toxic

Modelling annotators leads to better performance, even on the traditional
aggregated task

BERTweet




Can Jury Learning effectively address the inherent implicit disagreements
embedded in the original dataset?

Red = Representation in state of the art training dataset
Blue = Representation in participants’ jury classifiers

Race Gender Political Affiliation KEY
AVAN Asian Black  Hispanic NH/PI Other White Female  Male Non-binary Other Conserv. Indep.  Liberal  Other ___ current algorithm

0 .. 199 o 1O implicit jury proportion
g 0.9 E 0.9 § 0.9
a 2 8
G 08 ) f 08 © 08 average moderator-
% 0 £4% 5 o | specified jury proportion
g 06 g 06 g 0.6
g 054 i 08— §’ 0.5
i 04 i 0.4 i 04
c e c
'% 03 % 0.3 -3 0.3 —
% 0.2 4 g’ 0.2 g’ 0.2
e B AR ° | I |

0.1 4 > 014 > 0.14
.;. 0.0 _-— -. —*— i 0.0 -*— ! 00-

Study: They recruited 18 moderators to author juries comparing with current algorithm proportion.

Result: People tend to have a more diverse racial representation than today’s dataset.

Question to ask: How many of these datasets are still out there? @



Do user-specified juries result in different prediction outcome than a
standard classifier?

Participants’ juries change 14% of classifications vs SoTA classifier

Most likely to flip: contentious, divisive issues Least likely to flip: uncontroversial issues (good and bad)
Racism L,arg’ély innocuous topics Largely offensive topic\s\\\
Death/suicide Thank-yous Human trafficking

LGBTQ+ ' Happiness R-word

Mental illness/disorders \ Hugs Racial/ethnic slurs

Cops Weddings
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Participants’ juries change 14% of classifications vs SoTA classifier

Behaviors on the edge case often becomes de facto platform policy, hence they are important.



Different angle on improving ML system’s output biases.

[Scheuerman et al, CSCW 2021; Suresh et al, EAAMO 2021]

AI Z., Output prediction

ML systems

Post-hoc de-bias methods

Select or train the
appropriate voices for
the given context

ML systems



Takeaways

e Many dataset contains an inherent ‘hidden’ jury!

e Increasing or decreasing different representation affects classifier
performances.

e Disagreements between annotators are invitetable, but it is important
for us to take that into consideration when curating training data.
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Why is ambiguity important?

Ambiguity is the presence of multiple interpretations

One of the essential features of language is balancing between clarity
and ease

e Part of language understanding is recognizing multiple interpretations

This is not my
favorite
| HATE it! m;

e .




Background: How to represent ambiguity

AmbigQA (Min et al 2020)

e Propose a benchmark(AmbigQA) and
a dataset(AmbigNQ) over 10000

questions

e Represent the ambiguity by spliting
the ambiguous text to several

unambiguous QA pairs

AMmBIGQA Input

When did harry potter and the sorcerer's stone
movie come out?

Harry Potter and the Philosopher's Stone (film)

From Wikipedia, the free encyclopedia

The film had its world premiere at the Odeon Leicester Square in
London on 4 November 2001, with the cinema arranged to

resemble Hogwarts School. (...) The film was released to cinemas
in the United Kingdom and United States on 16 November 2001.

AMBIGQA Output
Q: When did harry potter and the sorcerer's stone 9

movie come out at the Odeon Leicester Square? m
A: 4 November 2001 .

Q: When did harry potter and the sorcerer's stone
movie come out in cinemas?
A: 16 November 2001

Figure 1: An AMBIGNQ example where the prompt
question (top) appears to have a single clear answer, but
is actually ambiguous upon reading Wikipedia. AM-
BIGQA requires producing the full set of acceptable
answers while differentiating them from each other us-
ing disambiguated rewrites of the question.



Background: The SOTA of AmbigQA

Answering Ambiguous Questions through Generative Evidence Fusion and

Round-Trip Prediction (Gao et al 2020)

Model F1,, (all) F1,, (multi) Flgieu Flgprrr: Comb.
dev test dev test dev test dev test dev test
DISAMBIG-FIRST (Min et al., 2020) 28.1 248 219 18.8 4.2 4.0 27 22 308 27.0
DPR Reader (Min et al., 2020) 37.1 323 284 248 134. 113 66 55 437 378
SPANSEQGEN (Min et al., 2020) 39.7 335 293 245 134 114 7.2 58 469 39.3
SPANSEQGEN (ensemble) 41.2 352 298 245 13.6 106 74 57 48.6 409
SPANSEQGEN (ensemble + co-training) 42.3 359 31.7 26.0 143 11.5 80 63 503 422
REFUEL (single model) 484 417 37.0 32.7 160 148 11.2 9.0 59.6 50.7
+ Round-Trip Prediction 483 421 373 333 16.2 153 11.8 96 60.1 51.7




Background: Can LM handle ambiguity naturally?

The Language Model Understood the Prompt was Ambiguous (Aina et al 2021)

e | Ms are capable of tracking multiple interpretations simultaneously.
The degree of uncertainty varies across different constructions and contexts.

e Disambiguating cues often lead to the selection of the correct interpretation, which
Is similar to humans.

Language models might be capable to handle ambiguity with its underlying
mechanisms!



What is the upcoming challenge?

e (Can we represent ambiguity with greater granularity and in a more
quantitative manner?

e (Can the current cutting-edge models (we have gpt-4, Llama, etc) handle
ambiguity as good as human?

e (alling for high quality data (with human annotations)

These 3 questions lead to the paper we are gonna talk about today!

We’re Afraid Language Models aren’t
Modeling Ambiguity
EMNLP 2023

Alisa Liu, Zhaofeng Wu, Julian Michael, Alane Suhr, Peter West,
Alexander Koller, Swabha Swayamdipta, Noah A. Smith, Yejin Choi



How to represent ambiguity?



Represent Ambiguity

He always ignores his mother's advice to follow his own
dreams.



Represent Ambiguity

He always ignores his mother's advice to follow his own
dreams.

Showing 231 of 231 analyses.

Showing 231 of 231 analyses.

He always ignores his mother's advice to follow his own dreams.

Bre B
TOP ho
INDEX' e2
pronoun_q(0:2) _ignore_v._1(10:17)| [ def_expiicit_q(18:21)

pron(0:2) LBL 15 || pamays-a- 189 |ig h9 LBL h11

RELS LBL h4|,|ARGO x3 |, ARG1 e2 | ARG1 x3 .| ARGO x12
ARGo  x3||RSTR e [|ARST @ ARGO ez [[RSTR  h13

BODY h7 ARG2 x10 BODY h14
poss(18:21) pronoun_q(18:21) v def_explicit_q(28:30)
8L hts| |LBL n18 | [pronc18:21> Lmother.n_0f2226)| | LBC h23
ARG1 x12|,| ARGO x17 |,|LBL h21|, ARG1 22 ,| ARGO x10
ARGO e16| |RSTR h19 ARGO x17 ARGO x12 RSTR h24
ARG2 17 | | BODY h20 BODY h25
Poss(28:30) _in+order+to_x(38:40)| [ _follow_v_1(41:47)| [ def_explicit_q(48:51)
LBL h26 | | _advice_n_1¢31:37)| [LBL h1 LBL h31 LBL h3s
l ARG1 x10 |,| LBL h26 .| ARG1 h29 .| ARG1 33 ,| ARGO x34 3

ARGO  e27[|ARGO  x10 [|ARGO  e28 ARGO  e32 [|RSTR  h3s
ARG2 x1. ARG2 h30 ARG2 x34 BODY h37
posss:s1) | [ pronoun_qcag:51)
LBL hss| |LBL hat | [pronag:st) 1| Sn-2-1E2E8| [ dream_n_1(56:63)
ARG1 x34|,| ARGO x40 |,|LBL h4a4|, ARG1 34 |' LBL h38
ARGO e39| |RSTR h42 ARGO x40 ARGO 1;45 ARGO x34
ARG2  xd0||BODY  hds
aeq eq geq eq geq eq

HCONS HARG h36|,| HARG h13|,|HARG ho|,|HARG h42|,| HARG h24|,| HARG h3o|,
LARG h38| |LARG h15| | LARG h1| [LARG wh44| |LARG h26 | | LARG h31
aeq eq eq
HARG h29|,| HARG h19|,| HARG hé6
LARG h9 LARG h21| |LARG h4

How can we capture ambiguities in a natural way?

Regular tree grammars as a formalism for scope underspecification. Koller et al., https://delph-in.github.io/delphin-viz/de
2008. mo



Represent Ambiguity

Premise He always ignores his mother's advice to follow his own dreams.

‘/\‘ disambiguate

... in order to follow his own ... which is to follow his own
dreams. dreams.

entails X ‘&I? contradictive

Hypothesis He follows his dreams.

Capture ambiguity through its effect on entailment relations with hypothesis |




How to get high quality data?



- 1) Collection

) | { in-context

‘ examples
Examples with

Annotator Disagreement

3) Filtering

-/
\ 4

% 4) Linguist Review

ENT @ [
NON-ENT 83 [ |

collect examples likely to be
ambiguous from previous dataset

GPT-3 generates new examples
with the same pattern

automatically filter generations

human annotatations with the
SET of possible interpretations

Data Creation Pipeline



Example Disambiguation 1 Disambiguation 2 Type
. " . )
P: I'm afraid the cat .was hit by a car. P miwortieds: P: I'm sorry to share that... B °§
H: The cat was not hit by a car. NEUTRAL & (O N ”—9 % g
INEUTRAL, CONTRADICT] &: [7N,2C] s 2 CONTRABLCT 2%: [2.61 g B
P: John and Anta are maried. P: .. are both married P: .. are married to each other. S &'
H: John and Anna are not a couple. ,77‘ CONTR W P }"
INEUTRAL, CONTRADICT] &: [SN,4C] NEUTRAL (o0 [T.2E] NIRADICT: %:: (i€l 8
P: This seminar is full now, but interesting seminars . py o il pe more seminars  H: There will be seminars... that  ~ &
are being offered next quarter too. . _—— . . *® 3
. i : s < ... that are interesting. are more interesting. o ]
H: There will be more interesting seminars... ® . — e X8
—_—— ENTAIL <&: [9E & -~ &
|ENTAIL, NEUTRALS &: [7E, 2N] ! [9E] NEUTRAL &: [9N] g
P: The novel has been banned in many schools be- H: There are many schools H: It is not the case that the
cause of its explicit language. where the novel has not been novel has been banned in many a g"’
H: The novel has not been banned in many schools. banned. schools. 3
NEUTRAL, CONTRADICT] : [4N,5C] NEUTRAL : [9N] CONTRADICT £:: [9C]
P: It is currently March, and they plan to schedule s}
their wedding for next December. P: ... for the coming December. E 5’
H: They plan to schedule... for next year. CONTRADICT &: [9C] SH
1ENTAIL, CONTRADICT| &: [3E, 2N, 4C) g
P: It is difficult to believe that the author of such a =
masterpiece could have been only 23 years old. P: It is shocking that... P: It is questionable that... a [
H: The author of the masterpiece was only 23. ENTAIL &: [9 E] NEUTRAL %: [9N] N §_
ENTAIL,NEUTRALS : [3E, 6N] ]
P: A new study has found that nearly half of all
Americans are in favor of gun control. H: ... that exactly half of all H: .. that abouthalf of all =
H: The study found that half of all Americans are ~Americans... Americans... 3 §
in favor of gun control. CONTRADICT &: [8C, 1N] NTAIL &: [9E] 8

{ENTAIL, CONTRADICTS ®:: [1E, 2N, 6C]

Neutral

Entailment
/ 682
233 330
17
65 167
Total = 1645 151

Contrédiction

Figure 3: Distribution of set labels in AMBIENT.

combines curated and generated-then-annotated

examples, consists of 1,645 examples

Statistic



Does ambiguity explain
annotator disagreement?



97% of disambiguations
marked plausible

He always ignores his mother's advice to follow his own

dreams.
Hypothesi He follows his dreams.

Premise

o2 o <= | ron-entail) 022
O E O

Fleiss kK agreement on

ambiguous example: 0.12
H He follows his dreams. H He follows his dreams.

o SN it | on-enail o SR <iei | non-entail)
~~—" 7 B ——

P ...inorder to... P ...whichisto...

Fleiss kK agreement on ;
disambiguated examples: 0.67 |




Premise

Hypothesis

Premise 1

Premise 2

He always ignores his mother's advice to
follow his own dreams.

He follows his dreams.

He always ignores his mother's advice, in
order to follow his own dreams.

He always ignores his mother's advice, which
is to follow his own dreams.

o SN <= | non-entail)

9 0
Q9Q entail | non-entail
~SS
0 Q¢
0 9



Premise It is difficult to believe that the author of such a

masterpiece could have been only 23 years old.
The author of the masterpiece was only

Hypothesis 03

Premise 1 It is shocking that the author of such a
masterpiece could have been only 23 years
old.

Premise 2

It is questionable that the author of such a
masterpiece could have been only 23 years
old.

Ambiguity is a source of label variation!

el o | roenat

9 0
ca R Lot
N
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0 9



Can LMs handle ambiguity
as good as human?



How do human handle ambiguity?

1. Disambiguating by giving different interpretations
2. ldentify ambiguity



Can LMs disambiguate by giving different interpretations

In each example, you will be given some context and a , 5
where the correctness of the is affected by some

ambiquity in the context. instruction
Enumerate two interpretations of the context that lead to

different judgments about the

Context: He always ignores his mother's advice to follow his

own dreams. ,  test
He follows his dreams. Given the context alone, is this [ example

true?




Correctness of generated disambiguations

100

75

50

Human-Judged Correctness

—

FLAN-T5

LLaMa

GPT-3

InstructGPT

GPT-3.5

GPT-4




Can LMs identify ambiguity?

He always ignores his mother's advice to follow his own
dreams.

\ This may mean: He follows his
ereams——

This cannot mean: He follows his dreams.

This can only mean: He follows his dreams.

This does not necessarily mean: He follows his dreams.

TRUE

TRUE

FALSE

FALSE



Ambiguation recognition accuracy

100

75

Accuracy
(&)
o

25

FLAN-T5 LLaMa GPT-3 InstructGPT

GPT-3.5

GPT-4

random



Accuracy

Conclusion
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FLAN-TS LLaMa GPT-3 InstructGPT

GPT-3.5

random

mﬁﬁﬂr

FLAN-TS LLaMa GPT-3 InstructGPT GPT-3.5 GPT-4

Language models are still struggle with ambiguity!



Takeaways

e |anguage is ambiguous!

e (Capture ambiguity through its effect on entailment relations.

e Ambiguity is something that language models still struggle with.
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Any questions?



Discuss Questions

Jury Learning

Given the vast amount of data out there today,
how can we implement Jury Learning given
that it require re-collecting annotators’
information?

How and who should be determining jury
composition for any given dataset?

Is Jury learning an universal approach that can
work for all domains?

Instead of collecting or having dataset that has
explicit information about the annotators, can
there be future work that investigate
unsupervised approach to reveal different
voice in the dataset itself?

We’re Afraid Language Models Aren’t
Modeling Ambiguity

Is the current representation of ambiguity
sufficient to capture all types of ambiguity, or
are there better ways to represent it?

Can prompting methods such as CoT (Chain of
Thought), Self-Consistency, or ReAct that
might enhance the performance of models in
dealing with ambiguity?

Can RLHF improve the performance of
Language Models in handling ambiguity?

Since the size of the data is limited due to
human annotation, is there anyway to get more
high-quality data without human annotations?



Any questions?



