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All That Is “Human” 
Is Not Gold
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 Background

● “Old” models were easily distinguishable from humans

GPT-2 (2019) Example
● Input: If you have severe breathing problems, you should get help 

immediately.
● Output: … Air you inhale and exhale can cause a shortening in your 

breathing, so a ventilator is best. Doping can be administered on your 
own. If you fall, you must be at least 1 kilometer away from you to be 
considered for the testing. Your turn off-the-seat’s softness … 

Yousefzadeh (2020)
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 Background
● Input: Please write something 

to convince my classmates that 
language models are smart now

● Output: Language models, like 
the one you're interacting with 
right now, demonstrate 
remarkable intelligence through 
their ability to understand, 
generate, and respond to 
human language. Here are some 
key points to convince your 
classmates: …

GPT-3.5 (2022) Example

● LLMs are rapidly improving

● Human-feedback is the “gold 
standard” for evaluation

Howcroft et al. (2020)
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… but is human evaluation really that good?

● If models reach near-human output, how reliable is 
human feedback?

● The authors test if average people can distinguish  
between modern LLMs and human output

 Background



 Dataset

● 50 passages are sampled from three domains 

1. Stories (Reddit Writing Prompts)

2. News Articles (NewsPaper 3k)

3. Recipes (RecipeNLG)

● Top-level information from disjoint samples 
are used to generate machine-written text
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 Study

● Evaluators grade 5 text passages (from one of 
the three domains) a 4-point scale:
1. Definitely human-written
2. Possibly human-written
3. Possibly machine-written
4. Definitely machine-written

● Evaluators write explanations for their grading
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 Results

● Humans were able to correctly 
identify machine-generated 
text from GPT2, but not GPT3

○ A large portion of evaluator 
explanations mentioned 
machine capability (≈28%)
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 Expert Training

● Can we do better? (Mitra et al., 2015)

● Three strategies for improving 
performance:

1. Instructions

2. Examples

3. Comparison
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 Instructions

● Provide evaluators with instructions to identify 
machine-generated text (e.g. grammar, repetition, etc.)
○ Researcher must choose what to emphasize
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 Examples

● 3 additional passages are 
collected for each domain

● After evaluator guesses, the 
correct answer is revealed 
alongside an explanation

○ Sets expectations about 
machine-generated quality
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 Comparison

● Paired passages from
“Examples” with text
from opposite source

● Allows evaluators to
directly compare human and machine-generated 
text
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● Examples slightly improved 
performance

● Steep decrease in evaluator 
justifications mentioning 
“machine capability”

 Results
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● Authors recommend human-evaluation with Examples

● Encourage evaluators to…

○ …justify answers

○ …focus on content 

● Authors emphasize importance of describing 
evaluation setting in detail

 Recommendations
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Wait a second…



● Human evaluation has become crucial in training LLMs

● What makes an output “preferred”? (Hosking et al., 2023)

   

 The Modern Human

2018 2019 2020 2021 2022 2023 2024 …

GPT-2
GPT-3

“All That Is Human Is Not Gold”

InstructGPT

“Human Feedback is Not 
Gold Standard”
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https://arxiv.org/abs/2309.16349


 RLHF
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(1) Train reward model

● Human is given two 
model outputs and labels 
their preferred output

● Use preferences as data 
to train a model to predict 
human preference

(2) Fine-tune LLM

● Use preference model 
to score LLM outputs

● Update LLM to 
maximize “human” 
preference



 HF Is Not Gold Standard

● Single human scores bottlenecks feedback information
● Authors divide evaluators into two groups:

1. Overall score
2. Subtopic score (e.g. fluency,

factuality, repetition)
● Weigh how each subtopic score

affects overall score (LASSO)
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 HF Is Not Gold Standard

● Authors investigate if the perceived confidence (or 
“assertiveness”) of an output affects its overall score

● Authors re-generate prompts using preambles:

○ “Respond authoritatively, assertively and 
persuasively, as if you are very knowledgeable 
about the topic.” (Assertiveness++)
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 HF Is Not Gold Standard

● A third evaluator group 
ranks model output 
“assertiveness”

● Plot assertiveness against 
overall quality score

● Evaluators are biased 
towards assertive models
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Thank You
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Zheng et al., 2023

Judging LLM-as-a-Judge with 
MT-Bench and Chatbot Arena
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Why LLM-as-a-Judge?

Human evaluation is indispensable for evaluating human preference, however

● Not Reproducible
● Expensive (~45x than LLM eval)
● Slow (~days)
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Prior Works
Early-stage generative model-based evaluation: BARTScore (Yan et al. 2021)

● Single-answer Grading: The log-probability of the machine-generated text 
according to BART

Model-based evaluation significantly 
outperforms n-gram metrics

Spearman correlation of 
different metrics on human 
judgement datasets 
(summarization).

https://arxiv.org/pdf/2106.11520.pdf
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Prior Works

ChatGPT evaluation (Fu et al. Feb 2023; Gao et al. Apr 2023; Liu et al. Apr 2023; 
Wang et al. Mar 2023; Chen et al. Apr 2023)

● Tasks: Summarization, Dialogue Response Generation, Data-To-Text, …
● Criterions: Relevance, Consistency, Fluency, Coherence, …
● GPT-based metrics demonstrate a higher correlation with human 

judgment than existing metrics.

https://arxiv.org/pdf/2302.04166.pdf
https://arxiv.org/pdf/2304.02554.pdf
https://arxiv.org/pdf/2303.16634.pdf
https://arxiv.org/pdf/2303.04048.pdf
https://arxiv.org/pdf/2304.00723.pdf


Evaluation Needs for Broad Capabilities
● Single task -> diverse instructions

○ MT-Bench: 80 hand-crafted conversation questions across various categories
○ Chatbot Arena: instructions from web users

The Texts to be Evaluated are of High Quality:
● Conventional criterion -> human preference
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LLM-as-a-Judge
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[Instruction] 
… choose the assistant that follows the user’s 
instructions and answers the user’s question better 
… following this format: "[[A]]" if assistant A is better, 
"[[B]]" if assistant B is better, and "[[C]]" for a tie.

[User Question]
{question}

[The Start of Assistant A’s Answer]
{answer_a}

[The Start of Assistant B’s Answer]
{answer_b}

[Instruction] 
… evaluate the quality of the response … please 
rate the response on a scale of 1 to 10 by strictly 
following this format: "[[rating]]", for example: "Rating: 
[[5]]".

[Question]
{question}

[The Start of Assistant’s Answer]
{answer}

Pairwise Comparison Single Answer Grading

Reference-guided Grading (Omitted)

Judging LLM-as-a-Judge with 
MT-Bench and Chatbot Arena



Research Questions

Agreement: Does LLM agree with human preference? (Section 4)

● High level of agreement between GPT-4 and humans.

Biasness: Does the LLM assign higher ratings to answers with specific features? 
(Section 3)

● Positional bias, Verbosity bias, self-enhancement bias
● Limitations in math and reasoning

Necessity: Can the human preference benchmark be replaced by conventional 
benchmarks? (Section 5)

● They focus on different aspects
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Agreement
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Framework

● MT-bench
● Chatbot Arena

Results

● GPT-4’s judgments closely align with the majority of humans
● GPT-4 with single-answer grading matches pairwise GPT-4 very well



Agreement
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MT-bench: 80 open-ended questions to 
test multi-round conversation ability



Agreement
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Chatbot Arena: https://arena.lmsys.org

This paper randomly sample 3K single-turn votes from 30K 
crowdsourced arena data.

https://arena.lmsys.org


Agreement
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GPT-4’s pairwise judgments align with the humans
GPT-4 with single-answer grading matches pairwise GPT-4

Agreement: probability of randomly 
selected individuals (but not identical) of 
each type agreeing on a randomly 
selected question.

S1: non-tie, tie, and inconsistent (due to 
position bias) votes and counts 
inconsistent as tie.

S2: non-tie votes.

Bottom gray value is #votes.



Agreement
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Caveat: Agreement among humans is 
underestimated!

Consider three humans who voted “A”, “A”, 
and “B” for a question, respectively.

Agreement among human: ⅓

● as there are three pairs “(A, A)”, “(A, 
B)”, and “(A, B)”.

Agreement between GPT4 and human: ⅔  
if GPT4 voted “first” and ⅓  otherwise.



Agreement
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Agreement between GPT and humans is slightly 
lower than that among humans. 



Biasness

Limitations

● Positional bias: prefer first one
● Verbosity bias: prefer longer one
● Self-enhancement bias: prefer text generated by itself
● Prefer better style rather than reasoning and math

Solutions

● Swapping positions
● Few-shot Judge
● Reference-guided judge
● Finetuning
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Biasness
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Solution 1: Swapping positions

● Too many ties (GPT-4 is consistent on only 65.0% cases)

Solution 2: Few-shot Judge

● increase the consistency of GPT-4 from 65.0% to 77.5%
● Expensive (4x for OpenAI API calls)
● Prompt is task-dependent

Solution 3: COT/Reference-guided judge

● On math questions, failure rate reduced from 70% to 15%



Biasness
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Model: Vicuna-13B

Data: 22K single-turn votes 
from the Chatbot Arena

Output: 3-way sequence 
classification

Consistency: 16.2% to 65.0%

Agreement: 56.8% (3-ways) / 85.5% (2-ways)

Solution 4: Fine-tuning small models (13B) improves 
consistency and achieves comparable agreement to 
that of GPT4/human.



Necessity
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No single benchmark can determine model quality

Vicuna: 

● finetuned on ShareGPT

MMLU: 

● Multiple-choice questions

MT-Bench Score: 

● Single-answer grading on 
a scale of 1 to 10

“a small high-quality conversation dataset can quickly teach 
the model a style preferred by GPT-4/human but cannot 
improve MMLU significantly.”

Echoing the paper we will discuss in the next class!
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Discussion

https://tatsu-lab.github.io/alpaca_eval/

Concurrent work on LLM-as-a-judge

● AlpacaEval
● AlpacaFarm

In version 2,

● GPT-4-turbo as the baseline and the 
auto annotator



LLM-as-a-judge in the context of training?
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Discussion

Constitutional AI: Harmlessness from AI 
Feedback (Bai et al. 2022)

● “RL from AI Feedback” (RLAIF)
● Tuning LM with pairwise preference 

generated by a finetuned model named 
SL-CAI

● SL-CAI compares two response given 
criterion (constitution)

Figure:https://medium.com/international-school-of-ai-data-science/reinforcement-le
arning-from-ai-feedback-rlaif-a-leap-towards-safe-and-transparent-ai-f6b32b7a257
b

https://arxiv.org/pdf/2212.08073.pdf
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Discussion

Constitutional AI: Harmlessness from AI Feedback (Bai et al. 2022)

More Helpful and harmless

https://arxiv.org/pdf/2212.08073.pdf
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Discussion

Self-Rewarding Language Models 
(Yuan et al. 2024)

● “The language model itself is used 
via LLM-as-a-Judge prompting to 
provide its own rewards during 
training.”

● Win Rate: AlpacaEval v2 (model vs 
GPT-4-turbo)

Even outperforms proprietary models

https://arxiv.org/pdf/2401.10020.pdf


Conclusion
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Benchmark: MT-Bench (labeled by expert), Chatbot Arena (labeled 
by crowdsourcing)

● Evaluating various LLM-as-judge approaches
● Evaluating human preference on various LLMs

Conclusion

● Strong LLMs achieve an agreement rate of over 80%, on par 
with the level of agreement among human expert. 
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 Discussion Questions

All That Is “Human” Is Not Gold

● (Mitra et. al, 2015) Is it necessary for human 
evaluators to be “experts” in their domains? 
(i.e. chefs evaluate NLG recipes)

○ How else may human evaluation be 
improved?

● How should human evaluation be modified to 
improve RLHF?

● How important is crowdsourcing evaluators 
from diverse perspectives? How should 
scientists implement these improvements?

Judging LLM-as-a-Judge

● What types of tasks or instructions are 
suitable for LLM evaluation, and which are 
not?

● What finer-grained dimensions do you want 
to measure within human preferences?

● How can we evaluate the faithfulness (or the 
presence of hallucinations) in 
machine-generated text?

● If model-based evaluation is cheap and 
powerful, what uses can you imagine? (e.g., 
RLAIF: Reinforcement Learning from AI 
Feedback)


